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Abstract – Supervised Machine Learning algorithms are widely used to predict the outcomes of the future dataset. It is the 

learning method to map from input values to output values. The aim is to predict the output values approximately when 

new input datasets are given. We discuss test methods on time series forecasting as supervised learning in this work. In 

time series forecasting, a sequence of time series datasets is rearranged to form like supervised learning problem. This 

model is trained using input as previous timestamp and output as next timestamp. Therefore, testing time series 

forecasting is demanded to find improper rearrangement of dataset and window width in sliding window method to 

ensure accurate prediction. Sliding window method uses the previous timestamp to predict the next time step. The added 

previous time steps by increase window width are required to check relevant dataset to reduce the false prediction. 

 

Keywords–Time series forecasting, supervised learning, sliding window method. 

 
1.  INTRODUCTION 

Machine learning algorithms is mainly of two types – supervised and unsupervised machine learning 

algorithms. Supervised machine learning algorithms is widely used in many researches such as 

educational, healthcare, industry etc. and also used majority in practical machine learning. 

Supervised machine learning algorithms is applied where we have a set of input and output dataset, 

then algorithm is used to map the input data to the output data by function. The objective is to 

maximize the accuracy of mapping function so that when we have new set of inputs that can predict 

the expected output for that input. Supervised machine learning algorithms can be further 

categorized into classification and regression. Classification is to give the output as category such as 

true or false or yes or no while regression is to give the output is real value such as units of the 

measurement. Time series forecasting can be regression that give the outputs as real value. Time 
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series forecasting is applied when we have set of output data with the time set and to predict output 

of next time step. In time series forecasting as supervised learning, the sequence of time series 

dataset is required to rearrange to form like supervised learning problem. So, the machine learning 

practitioners require testing methodologies of time series forecasting model in order to find 

improper rearranged of dataset and added previous time steps by increase window width are 

required to check relevant dataset to reduce the false prediction. 

 

2.  SCOPE 

Testing methodologies for time series forecasting as supervised learning is very useful to build the 

supervised machine learning model as it eliminates the unseen factors that may lead to reduce the 

accuracy of the model, so it enhances the prediction of the outcomes of the next time step in time 

series forecasting. The testing methodologies of the time series forecasting as supervised learning is 

well defined in this work that useful for the machine learning practitioners. Supervised machine 

learning is often used in the prediction of stock market, natural disaster, disease, etc. 

 

3.  OBJECTIVE 

Testing methodologies for time series forecasting can be practiced to enhance the outcome of the 

predictions than traditional predictions in time series forecasting. The accuracy of the prediction 

that used testing methodologies should be higher than traditional predictions. Testing methods 

include find and eliminate missing values in the dataset, disarrangement in the sequence time series 

dataset to maximize the mapping function accuracy so that accuracy of the prediction of the 

outcomes from new input dataset can be achieved. 

 

4.  RELATED WORKS TO TEST METHODOLOGIES FOR TIME SERIES FORECASTING 

The variations of the existing and desired behaviors of the machine learning system is referred to 

bug in machine learning [1]. Testing methods identify the bug in machine learning which specify the 

desired condition, component of machine learning and testing methods. The properties of machine 

learning testing glance what to test in machine learning testing, what criteria need to be considered. 

Testing methods are classified into two groups such as functional and non-functional requirements. 

Basic functional requirement includes correctness and relevance of the model and non-functional 

requirement includes efficiency, robustness and interpretability and fairness. 

 

The testing technique called metamorphic testing that compare the several implementations of an 

algorithm process the same input and the results, then one or both of the implementations contains 



Nat. Volatiles & Essent. Oils, 2021; 8(4): 4167-4175 
 

4169 
 

a fault if the results are not the same [2]. Testing methods to find out conceptual errors in machine 

learning models that carried out by black box and white box approaches [3]. The goal of these 

methods to identify all neurons in the neural network model. Black box referred to focus only 

external behaviors of the model that ensures the accuracy of the prediction whereas white box 

testing referred to consider the internal implementation of the model. 

 

Machine learning testing methodology is often observed by the two communities such as 

Machine learning community and software testing community [4]. These two communities 

described their own definition of the methods i.e. their interpretation is distinct each other. In 

software testing community, machine learning system is tested to observe any given input that does 

not have its expected output while in system level testing of machine learning system, system is 

tested the interaction of different modules to meet functional requirement includes correctness and 

relevance of the model and non-functional requirement includes efficiency, robustness and 

interpretability and fairness. 

 

Machine learning testing methods involve the testing architecture of the machine learning 

component evaluation for correctness and relevance of the model [5]. Machine learning testing 

levels is divided into machine learning system, software, component, data testing. In each level of 

testing, correctness and robustness are to be maintained while developing the machine learning 

model.A systematic method for acquiring a metamorphic properties and functions for machine 

learning classifiers and support vector machine is approached [7]. Dataset coverage is a new test 

coverage, explicitly a notion of a quasi-testable core and obtaining a translation functions from the 

support vector machine are introduced. The dataset coverage is successful model the derivation of 

metamorphic properties and translation functions. 

 

Automation the testing methods can accomplish the successful testing to reduce the costing and 

software testing is very important in software engineering discipline [9]. The tools for software 

testing are developed rapidly but testing the machine learning applications is still challenges. Deep 

learning is applied now to self-driving car that required lots of tasks to secure the model for false 

functional [10]. It still remains challenges in deep learning to how to setup inputs that activate 

different types of functions in deep learning and how to detect behavior of the deep learning system 

without giving manual checking. 

Deep Neural Network testing coverage criteria from different perspective to enhance the deep 

learning system is proposed [11]. It will be useful in industry to be applied to large range of deep 
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learning system. The behaviors of Deep neural network can be categorized into major function 

behaviors and corner-case behaviors. The automated testing methodology for deep neural network 

such as auto driven car is approached [12] to describe the parameter need to be considered. 

Systematic testing with neuron coverage way of partitioning between the neurons as a mechanism 

for target deep neural network behaves similarly for inputs. The adversarial robustness of deep 

neural network designed for image classifications is tested using combinatory testing criteria [13] 

[15]. In this approach, for the given input i that can be correctly classified by the neural network, the 

adversarial robustness property is interest with if there is similarity of input i with input j with 

respect to some distance where i and j are classified to different classes by neural network. This 

input j is called an adversarial example of i and deep neural network is not locally robust at i.  

 

The different approaches as software testing approach in machine learning are considered [14] as 

analyzing the problem domain, analyzing the algorithm as defined and analyzing the runtime 

options. The first approach considered by the algorithm designers such as dataset size, range and 

label values. The second approach is to create test cases that considered the algorithm as it is 

defined. Then the approach analyzing the runtime options is to generate test case for machine 

learning algorithm that considered at their runtime options. 

 

The approach for validation and identifying the bug in machine learning based applications such 

as hand-written digit recognition from photo using support vector machine and image classifications 

using convolutional neural network [16]. The challenges for testing in machine learning application 

such as generating reliable test oracles, generating effective corner cases, improving test coverage, 

testing the machine learning applications with millions of parameters are considered [17]. Many 

techniques are used in testing the machine learning application such as approaches for alleviating 

the oracle problems, multiple implementations with same inputs, metamorphic testing. 

 

Machine learning and deep learning are widely applied in image recognition and cognitive 

computing, safety verification and evaluating the robustness of the neural networks system need to 

be considered [18] [19] [20]. In this experiments that involve trained the model until the model met 

its accuracy with original model. It observed that deep contractive network are more robust 

compared to standard neural network that are trained with Gaussian input noise and can be freely 

developed by adding Gaussian input noise to increase the minimum distortion of adversarial noises 

[21]. 
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5. PROPOSED TESTING METHODOLOGY FOR TIME SERIES FORECASTING AS SUPERVISED LEARNING 

In time series forecasting dataset, testing is required to enhance the accuracy of the prediction next 

time step. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Sequential processing in Time Series Forecasting as supervised learning 

 

Test methodologies in Time Series Forecasting are suggested in this work. The applicable test 

methods in the steps of time series forecasting model are introduced. 

In step 1, the time related dataset are cleaned for data missing 

In step 2, According to the numbers of future time steps prediction, there should be checked for 

proper number of the columns to be made and number of past values to be considered. 

In step 3, proper analytic tool can be selected and used to perform the operations with the 

rearrange dataset to find the correlation between the attributes. The selected methods are 

performed for reasonable observation, then considering the alternate methods to compare with the 

selected methods. 

In step 4, Using analytic tool, the visualization such as histogram, chi-test, plot etc. should be 

produced to verify the desired dataset. 

In step 5, evaluation of the model should be considered by observing the various visualization and 

methods using analytic tool. The inputs and outputs are examined to reconsider the model. Testing 

the outputs gives the evaluation of model while testing the inputs gives the improvement in the 

model. 
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• The accuracy of the prediction using testing methodologies is higher than the  

▪ traditional prediction. 

• Bad Dataset can be identified easily. This enhances the accuracy of the prediction. 

• Testing methodologies for time series forecasting as supervised learning avoids the  

▪ disarrangement in the sequence time series dataset. 

• The proper adjustment of window width in Sliding window method to check relevant 

dataset to reduce the false prediction.  

 

LIMITATIONS OF PROPOSED MODEL 

• The proper arrangement in the sequence of the dataset is the challenging task. 

• Testing methodologies of the time series forecasting may not be useful to unsupervised 

machine learning. 

• These testing methodologies need to be modified for other supervise machine learning 

algorithms except time series forecasting. 

 

6.  APPLICATIONS 

•  Testing methodologies for supervised learning can be used in many researches such as 

healthcare, educational, natural disaster and stock market. 

•  Thetesting methodologies can be applicable to various machine learning applications such as 

self-driving car system, image recognition. 

•  The use of these testing methodologies enhances the accuracy of weather forecasting and 

other prediction of disease in health care. 

 

7. CONCLUSION AND FUTURE ENHANCEMENT 

We found that testing is needed in time series forecasting for evaluating the forecasting model. 

Comparing the dissimilar methods with purposed methods observed that alternate solutions are 

found reasonable. The challenges testing in the steps of time series forecasting are described. 

According to my study, there are still other methods to apply with time series forecasting, for 

example, backcast, competing hypotheses, predictive validity. We can find more reasonable 

alternative methods other than selected methods in order to find the accuracy level of the forecast 

model. Simple method may give the better accuracy of the forecasting. 

 

Acknowledgements 



Nat. Volatiles & Essent. Oils, 2021; 8(4): 4167-4175 
 

4173 
 

We thank to Mr. Chongtham Pankaj, student of M Tech in software engineering and management of 

MSRIT, Bangalore for excellent support in completing this work at right time, and also for providing 

the academic and research atmosphere at the institute. A special thanks to the authors mentioned 

in the references. 

 

References 

 

1. Jie M.Zhang, Mark Harman, Lei Ma, Yang Liu, “Machine Learning Testing: Survey,Lanscapes and 

Horizons”, IEEE, pg no.:1-1, 2019. 

 

2. XiaoyuanXie, Joshua W.K. Ho, Christian Murphy, Gail Kaiser, Baowen Xu, Tsong Yueh Chen, 

“Testing and validating machine learning classifiers by metamorphic testing”, Journal of 

Systems and Software, vol.:84, issue:4, pg no: 544-448, 2011. 

 

3. Houssem Ben Braiek, FoutseKhomh, “On testing machine learning programs”, Journal of Systems 

and Software, vol.:164, 2020. 

 

4. DusicaMarijan, Arnaud Gotlieb, Mohit Kumar Ahuja, “Challenge of Testing Machine Learning 

Based Systems”, IEEE International Conference On Artificial Intelligence Testing (AITEST), 

Newark, CA, USA, pg no.: 101-102, 2019. 

 

5. Yasuharu Nishi, Satoshi Masuda, Hideto Ogawa, KeijiUetsuki, “A Test Architecture for Machine 

Learning Product”, IEEE International Conference on Software Testing, Verification and 

Validation Workshops (ICSTW), Vasteras, pg no.: 273-278, 2018. 

 

6. Hong Zhu, “Software Testing as A Problem of Machine Learning Towards a Foundation on 

Computational Learning Theory”, IEEE/ACM 13th International Workshop on Automation of 

Software Test (AST), Gothenburg, pg no.: 1-1, 2018. 

 

7. Shin Nakajima, Hai Ngoc Bui, “Dataset Coverage for Testing Machine Learning Computer 

Programs”, 23rd Asia-Pacific Software Engineering Conference (APSEC), Hamilton, pg no.: 297-

304, 2016. 

 



Nat. Volatiles & Essent. Oils, 2021; 8(4): 4167-4175 
 

4174 
 

8. Vinicius H. S. Durelli, Rafael S. Durelli, Simone S. Borges, Andre T. Endo, Marcelo M. Eler, Diego 

R. C. Dias, Marcelo P. Guimaraes, “Machine Learning Applied to Software Testing: A 

Systematic Mapping Study”, IEEE Transactions on Reliability, vol.: 68, no.: 3, pg no.: 1189-

1212, 2019. 

 

9. J. Jenny Li, Andreas Ulrich, Xiaoying Bai, Antonia Bertolino, “Advances in test automation for 

software with special focus on artificial intelligence and machine learning”, Springer, Software 

Quality Journal, pg no.: 1367-1573, 2019. 

 

10. Kexin Pei, Yinzhi Cao, Junfeng Yang, Suman Jana, “DeepXplore: Automated Whitebox Testing of 

Deep Learning Systems”, 26th Symposium on Operating Systems Principles, ACM, pg no.: 1-18, 

2017. 

 

11. Lei Ma, Felix Juefei-Xu, Fuyuan Zhang, Jiyuan Sun, MinhuiXue, Bo Li, Chunyang Chen, Ting Su, Li 

Li, Yang Liu, Jianjun Zhao, Yadong Wang, “DeepGauge: Multi-Granularity Testing Criteria for 

Deep Learning Systems”, 33rd ACM/IEEE International Conference on Automated Software 

Engineering, pg no.: 120-131, 2018. 

 

12. Yuchi Tian, Kein Pei, Suman Jana, Baishakhi Ray, “DeeptTest: Automated Testing of Deep-

Neural-Network-driven Autonomous Cars”, 40th International Conference on Software 

Engineering, ACM, pg no.: 303-314, 2018. 

 

13. Lei ma, Felix Juefei-Xu, MinhuiXue, Bo Li, Li Li, Yang Liu, Jianjun Zhao, “DeepCT: Tomographic 

combinatorial Testing for Deep Learning Systems”, IEEE 26th International Conference on 

Software Analysis, Evolution and Reengineering (SANER), Hangzhou, China, pg no.: 614-618, 

2019. 

 

14. Christian Murphy, Gail Kaiser, Marta Arias, “An Approach to Software Testing of Machine 

Learning Applications”, Proceedings of the Nineteenth International Conference on Software 

Engineering & Knowledge Engineering (SEKE), Boston, Massachusetts, USA, 2007. 

 

15. Youcheng Sun, Xiaowei Huang, Daniel Kroening, James Sharp, Matthew Hill, Rob Ashmore, 

“Testing Deep Neural Networks”, arXiv: 1803.04792. 

 



Nat. Volatiles & Essent. Oils, 2021; 8(4): 4167-4175 
 

4175 
 

16. Anurag Dwarakanath, Manish Ahuja, Samarth Sikand, Raghotham M. Rao, R. P. Jagadeesh 

Chandra Bose, Neville Dubash, Sanjay Podder, “Identifying Implementation Bugs in Machine 

Learning Based Image Classifiers using Metamorphic Testing”, Proceedings of the 27th ACM 

SIGSOFT International Symposium on Software Testing and Analysis, ACM, pg no.: 118-128, 

2018. 

 

17. Song Huang, Er-Hu Liu, Zhan-Wei Hui, Shi-Qi Tang, Suo-Juan Zhang, “Challenges of Testing 

Machine Learning Applications”, International Journal of Perfomability Engineering 

14(6):1275-1282, 2018. 

 

18. Xiaomi Huang, Marta Kwiatkowska, Sen Wang, Min Wu, “Safety Verification of Deep Neural 

Network”, International Conference on Computer Aided Verification, Springer, pg no.: 3-29, 

2017. 

 

19. Mahdi Noorian, Ebrahim Bagheri, Wheichang Du, “Machine Learning-based Software Testing: 

Towards a Classification Framework”, Proceedings of the 23rd International Conference on 

Software Engineering & Knowledge Engineering (SEKE), Eden Roc Renaissance, Miami Beach, 

USA, 2011. 

 

20. Nicholas Carlini, David Wagner, “Towards Evaluating the Robustness of Neural Networks”, IEEE 

Symposium on Security and Privacy (SP), San Jose, CA, pg no.: 39-57, 2017. 

 

21. Shixiang Gu, Luca Rigazio, “Towards Deep Neural Network Architectures Robust to Adversarial 

Examples”, International Conference on Learning Representations (ICLR), 2015. 

 


