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ABSTRACT 
The fuzzy C-means clustering algorithm is appropriate for segmenting datasets and is commonly utilized in real-life settings. 
The growth of huge data has posed numerous obstacles for clustering approaches. Due to their high density and execution 
time, traditional clustering approaches cannot be applied for such vast amount of real-world data. To address these 
challenges, we offer an unsupervised clustering method for automatically categorizing large-scale datasets without requiring 
labels, with a focus on the real-life dataset. Experiments on real-world datasets show that our suggested unsupervised 
technique performs well and has high precision. The outcomes reveal that the proposed approach effectively segregate 
unstructured real-world database into distinct clusters. 
Keywords: Clustering, Complex structure, Fuzzy C-Means, Uncertainty 

 
1. Introduction 
 
Clustering analysis is the act of discovering data objects and grouping things altogether based on its 
characteristics. A cluster is a collection of things that are very similar to other clusters. As a result, 
clustering [3] is classified as an unsupervised process because it does not have a previous group ID. The 
center can have attributes of the same dimensions as the object in the data. Alternatively, it can be a 
symmetric high-level element such as a linear or non-linear subspace or function. Although clusters 
can be thought of as segments of a larger data set, one categorization method could be based on the 
fuzzy or crispness of the subsets. The hard clustering approach [17] is based on set theory and requires 
data regardless of whether it belongs to a cluster or not. Most clustering approaches assume that the 
clusters are well defined and that each pattern can belong to only one cluster [1]. This option can 
overlook the natural ability of data to be distributed in different clusters. Fuzzy clustering [11] can be 
used to overcome the weaknesses in this case by using fuzzy logic. Soft clustering algorithm is more 
natural than crisp clustering because elements at the boundaries of many clusters are not forced to 
belong entirely to any of the clusters. The clustering approach [19] has been used in a variety of real-
world situations. Because there is no clear demarcation between groups in many real-world scenarios, 
fuzzy clustering is better suited to the data. Fuzzy set-based clustering [18] is a great way to extract 
features from data elements that have a local structure. Fuzzy clustering techniques are used to show 
the local structure of a dataset by predicting membership degree of every data element in the cluster. 
In fuzzy set theory [7, 13], membership values are often associated with a degree of membership. 
These membership-level assignments and their subsequent use for allocating data components to 
clusters are known as fuzzy clustering [5]. Instead of uniquely assigning objects to the cluster, fuzzy 
clustering uses a membership level of 0 to 1. Such membership can be used to undertake soft data 
analysis that considers non-linear data structures. It is, however, merely bounded at local minima and 
is sensitive to changes in the environment [4,9]. Krishnapuram and Keller [6] proposed the PCM 
technique, which simplifies the probabilistic requirement and permits a possibilistic view of the 
membership equation as a degree of typicality. The PCM results, are extremely dependent on the 
initialization and frequently depreciate owing to the overlap clustering problem. Pal et al [8] 
introduced a fuzzy induced possibilistic c-means clustering approach that addresses the flaws in both 
FCM and PCM algorithms. Even if the FPCM is the combination of FCM [14] or PCM, the typicality value 
becomes very low as the size of the dataset rises. As a result, this task seeks to provide an effective 
clustering technique for evaluating dataset by merging membership values, typicality, and distances 
guided by the Cauchy kernel. This work is structured as follows: The Preliminaries are given in Section 
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2 of this study. The proposed technique is given in section 3. Section 4 explains the experimental 
results of artificial and benchmark data. Finally, Section 5 brings the conclusion. 
 
2. Preliminaries 
 
2.1 K-Means Clustering 
 
K-means clustering is a very well-known unsupervised machine learning algorithm. It is used to solve 
many problems of unsupervised machine learning. The K-means clustering algorithm attempts to 
group similar elements in the form of a cluster. The number of groups is represented by K. K-means 
clustering aims to reduce distances inside a cluster while increasing distances between clusters. It is an 
iterative procedure to use K-means. The approach is based on the optimization method. It functions by 
doing the below stages after fix the number of clusters: 
 
1. Select prototypes at arbitrary for each group. 
 
2. Find the detachment between each data elements and the prototypes. 
 
3. Allocate data elements to the group that would be nearest to them. 
 
4. Locate individual group's new prototypes. 
 
5. Reiterate the steps 2, 3, and 4 till all data elements have converged and the center of the cluster has 
stopped moving. 
 
2.2 Fuzzy Set  

A fuzzy set F of a set U can be defined as a set of well-ordered pairs {(𝑥, 𝜒𝐴(𝑥)): 𝑥 ∈  𝑈} ,each with the 

first data from U and the next data from the interval [0, 1] by precisely 1 ordered pair exist for each 

element of U. This defines a mapping, 𝜇𝐹 among objects of the set U and degrees in the interval [0, 1]: 

   𝜇𝐹: 𝑈 → [0, 1]. 

The degree zero is used to represent exact non-membership, the degree one is used to 

represent exact membership and values among the interval are used to denote transitional grades of 

membership. 

 
2.3 Kernel Distance  
 

Kernel-induced distance is an effective way to extract information from high-dimensional data by 
transforming elements from small-dimensional to high-dimensional space [10]. For all mathematical 
methods that can be specified in a dot product relationship, the mapping provides a linear to non-
linear connection. In functional space, the kernel is described as an inner product. The map transforms 
the n-dimensional data into the inner product of the feature space, and kernel resembles to the inner-
product of the feature-space. In this study, to calculate the dot product, we describe the inner product 
space of the kernel as follows: 
𝐴(𝑢, 𝑣) = 〈π(𝑢),π(𝑣)〉 The above procedure is used for calculating the value of the inner product of 

the feature space. The kernel induced distance is defined as ‖
 
π(u)-π(v)‖

2
= 〈π(u)-π(v), π(u)-π(v)〉 =
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𝐴(𝑢, 𝑢) + 𝐴(𝑣, 𝑣) − 2𝐴(𝑢, 𝑣). Therefore, the kernel induced distance is as ‖
 
π(u)-π(v)‖

2
= 2 −

2𝐴(𝑢, 𝑣), since 𝐴(𝑢, 𝑢) = 1& 𝐴(𝑣, 𝑣) = 1.      ‖
 
π(u)-π(v)‖

2
= 2(1 − 𝐴(𝑢, 𝑣))    

                               
3 Modified Possibilistic Kernelized Fuzzy Clustering with Weighted term (MPKFCW) 

To deal the outlier problem and heavy noise in segmenting real world dataset [12], the 
Modified kernelized Fuzzy Clustering algorithm is given in this section. The proposed technique is 
developed by incorporating the Weighted term. The Weighted term is effectively regularized the 
clustering process and is worked as fuzzifier of the system.  
The new objective function is formulated as 

𝑂(𝑚, 𝑝) = 2 ∑ ∑ (𝑚𝑗𝑝 + 𝑝𝑗𝑝
𝛼 )𝑐

𝑗=1
𝑛
𝑝=1 (1 − 𝐶𝑤(𝑧𝑝, 𝑣𝑗)) +

2𝐺

𝑛
∑ ∑ 𝑚𝑖𝑘

𝑐
𝑝=1

𝑛
𝑗=1 𝑙𝑜𝑔 (

𝑚𝑗𝑝

𝐶𝑗
)           (1) 

where where 𝐶𝑤(𝑧𝑝, 𝑣𝑗) = 1 − (1 + 𝛾‖𝑧𝑝 − 𝑣𝑗‖
2

)
−1

 , and 𝛾 denotes the regularization parameter. G 

is the Geometric mean value of all detachment between the data and prototype and 𝐶𝑖is the 
probabilistic weight of the ith cluster. The following equality constraints are used to optimizes this 
problem  
∑ 𝑚𝑗𝑝 = 1𝑐

𝑗=1  , ∑ 𝑝𝑗𝑝 = 1𝑛
𝑝=1  & ∑ 𝐶𝑗

𝑐
𝑗=1 = 1                                                                             (2) 

 
3.1 Membership Function  

To obtain the effective membership function to measure the degree of similarity between 
the data and prototype, the proposed model is minimized subject to the membership constraint.  
The general equation for updating membership function is attained as  

𝑚𝑗𝑝 =
𝐶𝑗 𝑒𝑥𝑝[𝐶𝑤(𝑧𝑝,𝑣𝑗)

𝐺

𝑛
]

∑ 𝐶𝑙 𝑒𝑥𝑝[𝐶𝑤(𝑧𝑝,𝑣𝑙)
𝐺

𝑛
]𝐶

𝑙=1

                                                                                                          (3) 

 
3.2 Prototype Equation  
Optimizing the MPKFCW objective function, the center 𝑣𝑗 is evaluated. The cluster center is given by 

                                                                                           

𝑣𝑗
𝑡 =

∑ 𝛾(𝑚𝑗𝑝+𝑝𝑗𝑝
𝛼 )(1+𝛾‖𝑧𝑝−𝑣𝑗

𝑡−1‖
2

)
−2

𝑧𝑝
𝑛
𝑝=1

∑ 𝛾(𝑚𝑗𝑝+𝑝𝑗𝑝
𝛼 )(1+𝛾‖𝑧𝑝−𝑣𝑗

𝑡−1‖
2

)
−2

𝑛
𝑝=1

                                                                                    (4)                                                        

where ‘t’ denotes the tth iteration. 
 
3.3 Typicality 
 
Using the required condition of the Lagrangian technique, the objective function is minimised, yielding 
the following generalised membership of typicality:

                                                                                                        

 

⇒ 𝑝𝑗𝑝 =
([(1−𝐶𝑤(𝑧𝑗,𝑣𝑝))])

1
−(𝛼−1)

∑ ((1−𝐶𝑤(𝑧𝑙,𝑣𝑗)))

1
−(𝛼−1)𝑛

𝑙=1

                                                                                                 (5) 

3.4 Evaluation of 𝐂𝐣 

 
To derive the updating equation for computing 𝐶𝑗 the above proposed model is minimized with 

respect to 𝐶𝑗. Differentiating partially with respect to 𝐶𝑗, we get 

 

𝐶𝑗 =
∑ 𝑚𝑗𝑝

𝑛
𝑝=1

𝑛
   for all j=1,2,…,c                                                                                                (6) 

 
The steps of MPKFCW Procedure:  
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 Set cluster number 

 choose the centers of each cluster  

 Compute the degree of membership through (3)  

 Update the cluster center using (4) 

 Estimate the typicality value using (5) 

 Evaluation of 𝐶𝑗 by (6) 

 Repeat Step 3, 4, 5 & 6 till the process reaches the result  
 
 
4 Experimental Work 
 
The efficacy and performance of the suggested fuzzy clustering approach were evaluated through a 
set of trials in this study. The proposed approach has been examined in experimental studies using the 
generated and TAE datasets [15]. This section first demonstrated the efficacy of the proposed 
technique using artificial data. The results of the Existed Method-1[5] and Existed Method-2 [16] are 
given in Figures 2(i) and 2(ii). The proposed fuzzy c-means approach influenced the effective allocation 
of data elements to accurate clusters with target functions derived by the Cauchy kernel based on 
distance measurements. The result of the proposed algorithm is given in Fig. 2(iii). This figure also 
shows that MPKFCW completely separates the two clusters. 

 
Fig:1 Artificial Data 

 

       
                                            (i)                                                                                 (ii) 
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                                                                                           (iii) 

Figure 2. Memberships by (i) Existed Method-1 (ii) Existed Method-2 and (iii) Proposed Method 
Fig 3: TAE Dataset 

 

 
Fig 4: Correlation Plot of TAE Dataset 

 

   
                                

(i)                                                                                    (ii) 
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(iii) 
Fig 5. Memberships by (i) Existed Method-1 (ii) Existed Method-2 and (iii) Proposed Method 

 
Table 1. Comparison of Algorithms

 

 Existed 
Method 1 

Existed 
Method 2 

Proposed 
Method 

No. of Iterations 11 8 5 

Clustering Accuracy 81 % 89 % 97.2% 

 
This experiment splitting a TAE dataset into three clusters. The Teaching Assistant Evaluation dataset 
contains is depicted in Fig.3. This segment focuses specifically on the impact of the proposed method 
on TAE dataset. This part compares the outcomes of the proposed approach with the outcomes 
attained by existing approaches to demonstrating the usefulness of the proposed method in clustering 
TAE dataset. Fig 4. shows the correlation plot from a TAE dataset. The results of the existing clustering 
approaches are shown in Figures 5(i) and 5(ii). Due to the Cauchy kernel with weighted term, the 
proposed approach has been affected in efficiently allocating data items into accurate clusters. The 
outcome of the proposed method is shown in Fig. 5(iii), and this figure also shows that the proposed 
method completely separated the three clusters. 
 
The Existed Methods entails more iterations to achieve clustering of the three subtypes of the TAE 
dataset. In addition, existing method-1 diminish the accuracy of the TAE database. Compared to the 
proposed approach used in this experiment, the accuracy values showed lower accuracy values for the 
existed algorithms. The proposed method groups the TAE dataset into three clusters, as shown in 
Table 1 and Figure 6, with good accuracy [2], a shorter running time, and fewer repetitions. 
 

Fig 6: Comparison of Algorithms 
5. Conclusion 
 
This study introduces a Modified Cauchy kernel FPCM with weighted term based on membership 
functions, typical techniques, and kernel functions for cluster recognition in real world databases. This 
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work demonstrated experimental work on both artificial and TAE datasets to determine the 
effectiveness of the proposed approach. This study showed the superiority of the proposed algorithm 
in grouping similar expressions in a benchmark dataset by showing the number of iterations 
representing the accuracy of clustering, reiterations count, and suitably partitioned clusters. 
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