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Abstract 

Emotions have a major impact on mental health and wellbeing of a person. This study focuses on the effective role that machine 
learning and deep learning approaches have in the early detection process of depression, thus preventing people from taking drastic 
measures. This can be done with the help of a speech emotion recognition system, through which one can identify and understand 
the emotional state of a person just by listening to them when they talk. In this work, audio datasets of Kannada and English languages 
are collected and classified into four categories: happiness, anger, neutral and sadness. For speech emotion recognition systems, the 
performance of Machine Learning algorithms is compared to deep learning algorithms when applied on both English and Kannada 
language datasets. Deep Learning algorithms show better accuracy. For speech gender recognition systems, a gaussian mixture model 
is used which gives satisfactory values for accuracy, precision and recall. 
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1. Introduction and Literature Survey 

Emotions play a tremendous role in day-to-day human interactions. They are very essential in making rational 

as well as intelligent decisions. By playing a vital role in shaping human social interaction, it indicates the 

mental state of a person. We can identify the emotions of others through speech. So, this is the motivation 

to consider speech signals as an effective way of understanding human emotions. Even if there has been a 

considerable improvement in speech recognition, computers are not yet capable of understanding the 

emotions of humans. Speech emotion recognition has many challenges like selecting the features that are 

the best and have enough power to differentiate between distinct human emotions, presence of several 

languages, accent, statements, speakers, variation in pitch, energy and a lot more. Speech emotion 

recognition systems have lots of benefits in today’s applications. We come across a lot of areas where human-

computer interaction is needed like customer service, medical analysis, speech synthesis, education etc. In 

today’s world, where most of the meetings and calls are being held online or through phone calls, it is very 

difficult to understand the actual emotional condition of a person. We are capable of measuring and 

analyzing all aspects of physical health but we are not yet tracking and quantifying emotions to get a total 

understanding of our overall well being. It is very important to find out if people are depressed at the initial 

stages itself. The increasing rate of disability due to physical and mental health problems globally due to 

depression is very disturbing. Upon that, it is considered to be one of the primary reasons for suicide as well. 

The absence of help for treating this in the early stages is an alarming problem.  

The study done in 2013 [1] the authors propose a system that recognizes the emotional state of a person by 

using audio signals. The emotions recognized are happiness, anger, sadness, fear, disgust, boredom, and 

neutrality. They perform Gender Recognition (GR) by using the pitch frequency estimation method before 

detecting emotion by SVM. The study done in [2-3] discusses how various approaches to the task of 

recognizing emotions are compared and an effective solution is proposed based on the combination of all 
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these approaches. The features explored in this study include modulation Mel-Frequency Cepstral 

Coefficients (MFCC), spectral features,  pitch, linear prediction cepstral coefficient and energy. The limitations 

and performance of speech emotion recognition systems are also addressed. Few studies discuss extensively 

about the application of Machine Learning algorithms for the purpose of speech emotion recognition. In [4-

6], the focus is on identifying human emotion in speech signals and distinguishing them into seven major 

classes which are disgust, anger, happy, sad, neutral, boredom and anxiety. This paper uses a method which 

mainly relies on the energy of speech signals and MFCC. Using this method, feature vectors will be extracted 

and those vectors will be sent to classification algorithms like Random Forest, Gradient Boosting, Support 

Vector Machine and K-Nearest Neighbors. The feature extraction and classifier training are the two main 

steps which are necessary for emotion recognition. The effect of increasing the number of features given to 

the classifier is also explained. 

In [7], the study presents a real-time speech emotion recognition system that takes recorded speech as input, 

extracts 34 audio features and gives emotion as output. Emotions tested here are happiness, sadness, anger, 

and neutral. They concluded that while testing with their databases (RAVEDESS and SAVEE) SVM performed 

best and for live speech, gradient boosting performed best. In [8], the author has proposed a system that 

uses the support vector machine algorithm and recognizes the emotional state of the person from audio 

signals. 

The studies in [9-12] discuss the application of deep learning for speech emotion recognition. Apart from the 

traditional methods, deep learning algorithms can also be used as alternatives. An overview of deep learning 

algorithms which can be used to identify the emotion of a person is discussed. The usage of deep neural 

networks to obtain high-level features from the raw data is considered. These features are efficient for 

speech emotion recognition. For each speech segment, an emotion state probability distribution is first 

produced by making use of DNNs. The authors have documented the development of speech emotion 

recognition systems using CNN as well. In [13], the author proposes an emotion recognition algorithm that 

doesn't depend on perturbation, noise measures and other acoustic measures. Deep Learning algorithms 

which use raw speech signals have been used to determine supreme information. Also, an algorithm which 

blends gender information block with Residual Convolutional Neural Network has been put forward. In [14], 

authors have recorded the German language for speech emotion recognition. Six emotions were uttered by 

10 authors (big four plus boredom and disgust). To recognize the emotion and its naturalness, a perception 

test has been done and those who passed the criteria have been selected. This database is kept open on the 

internet for anyone to use. 

From the literature survey, it is clear that almost all studies have addressed Speech Emotion Recognition 

where the dataset considered is of the English language. The datasets of Kannada language, which is a 

regional language, has not yet been considered. So, we decided to include Kannada along with English in our 

research work. We will be implementing a Speech Emotion Recognition System using several Machine 

Learning and Deep Learning approaches. By implementing these approaches, it would be easier for everyone 

to understand the emotions of a person just by listening to their voice when they are talking. From there, the 

system can draw conclusions regarding the user’s mental health. With the help of effective diagnosis of 

depression and subsequent treatment for the same, it would be very effective in alleviating the symptoms 

and decreasing suicide rates. We have also developed a Speech Gender Recognition System to identify the 

gender of the user when the user’s voice is given as the input. These recognition systems work on both English 

and Kannada languages. This study analyzes the accuracy of the machine learning and deep learning 
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approaches which will be used to identify the emotion and gender through speech when English and Kannada 

language statements are given as the input. 

This paper is organized as follows: Section 2 outlines the methodology adopted for the extraction of 

emotions, data preprocessing and augmentation as well as about the classification techniques. Section 3 

presents the results that have been obtained from this study. Finally, Section 4 describes the conclusion of 

our study and findings as well as the learning limitations and potential future work. 

2. The Methodology 

This section elaborates the methodologies of Speech Gender Recognition System and Speech Emotion 

Recognition System. In the proposed approach, we formed some sentences which exhibit emotions like sad, 

anger, happy and neutral. We asked the speaker to speak those sentences with the respective emotions. The 

spoken sentences are recorded in the “.wav” format. The collected audio samples are used for the Speech 

Emotion Recognition System (SERS) and Speech Gender Recognition System (SGRS). In SGRS, Mel-Frequency 

Cepstral Coefficient (MFCC) features are extracted from the collected samples. Necessary preprocessing is 

performed on extracted features and the gender is recognized. In SERS, data augmentation is applied on the 

collected audio samples. Then MFCC feature extraction followed by preprocessing is performed. Finally, the 

emotion is recognized. 

Dataset Preparation  

The first phase of our work was dataset preparation. It was challenging to get the datasets since we had to 

manage to get the audio samples of both female and male in both English and Kannada languages. To work 

on the Speech Gender Recognition System, we collected 192 male and 214 female voice samples in English 

language and 136 male and 146 female voice samples in Kannada language. To work on the Speech Emotion 

Recognition System, 640 English samples and 450 Kannada samples of different emotions (i.e., anger, sad, 

happy and neutral) were collected. For each emotion, we had 160 English audio samples and 112 Kannada 

audio samples. After the data collection, data augmentation & data cleaning is applied. 

Data Pre-processing and Data Augmentation 

Oftentimes while working with complex tasks, it is very difficult to get a large volume of data to train the 

model. So, we apply different transformations to the existing data to synthesize new data. This process is 

known as Data Augmentation. After the data collection phase, we apply data augmentation to get 

synthesized data. The augmentation techniques which we have used in our work are addition of noise, 

stretch, shift, pitch, higher speed and lower speed.  

After data augmentation we perform data cleaning in the next step. We perform data cleaning because raw 

data is often not pre-possessed and noisy containing redundant fields, missing values, outliers and 

inconsistent data. In this research work, we have handled missing values and outlier detection. We have 

replaced missing values with field mean values so that we do not lose any information. Identification of 

outliers was done by the Interquartile Range (IQR) method. The quartile of dataset divides the dataset into 

four major sections and each one of them will contain 25% of data. Then interquartile range is calculated as 

IQR = Q3 – Q1. The lower bound and upper bound will be marked and all the data points which lie outside 

that particular range are treated as outliers and removed for further calculation. Finally, we applied Z-score 

standardization to normalize the value.  

                                                                           LB = Q1 - 1.5(IQR)                                                                           (1)                                                                              
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                                                                           UB = Q3 + 1.5(IQR)                                                                          (2) 

From Equation (1) LB represents Lower Bound and IQR represents Interquartile Range. From Equation (2) UB 

represents Upper Bound and IQR represents Interquartile Range. 

Feature Extraction for Gender Recognition and Emotion Recognition 

There are 39 features [15] present in Mel-Frequency Cepstral Coefficients which we extract from the audio 

sample. The main reason behind extracting MFCC is because it has 12 parameters which are related to the 

amplitude of the frequency [15]. So, they provide enough frequency channels to analyze the audio. There 

are several python libraries that are present to extract them easily. The one which we have used in our work 

is “Librosa” and we set the sampling rate manually. After feature extraction, extracted features with suitable 

labels are concatenated. 

Speech Gender Recognition System 

Speech Gender Recognition System (SGRS) is the one which takes audio samples as input and predicts the 

gender of the sample as output. As shown in Figure 1, it takes the input in audio format and tells the gender 

of the audio as output. We have used Gaussian Mixture Model (GMM) for gender recognition. 

Figure 1. Gender Recognition System 

 

GMM is a powerful soft clustering algorithm. It uses a probabilistic model to distribute points in different 

clusters. This algorithm uses Expectation-Maximization (EM) technique to determine the values of 

parameters  𝜇 and 𝜎2. Where 𝜇 is mean and 𝜎2 is a variance matrix [16]. Probability density function of the 

Gaussian distribution is given by Equation (3). 

                                                 f (x | 𝜇,Σ) =  
1

√2𝛱|𝛴
𝑒𝑥𝑝 [−

1

2
(𝑥 − 𝜇)𝑡𝛴−1(𝑥 − 𝜇)]                                                 (3)   

 

Speech Emotion Recognition System 

Speech Emotion Recognition System (SERS) is the one which takes a voice sample as input and predicts the 

emotion present in the voice sample. For example, as shown in Figure 2, a speech signal is sent to a deep 

neural network and it predicts the emotion present in the speech signal. In our work we are predicting four 

major emotions namely anger, happy, sad and neutral. 

Figure 2. Speech Emotion Recognition System 
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In our work we are considering audio data in “.wav” format and we are sending them to five machine learning 

classifiers and two deep learning algorithms for emotion recognition. The machine learning classifiers which 

we have used in our work are K-Nearest Neighbor [17], Naive Bayes, Decision Tree [18], Random Forest [19] 

and Support Vector Machine [20]. The deep learning algorithms which we used in our work are Convolutional 

Neural Network and Multi-Layer Perceptron Classifier. 

Figure 3. Convolutional Neural Network 

 
A 

Convolutional Neural Network (CNN) is a deep learning algorithm which is mostly used for visualizing images. 

When we feed an image the input, as shown in Figure 3, to the network it assigns importance to every aspect 

of that image in the form of weights and biases which are learnable parameters so that it can be able to 
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differentiate one image from others. It requires little to no pre-processing and can work well with 

unstructured data. 

3. Results and Discussion 

Students of today's generation are emotionally weak. They are impatient and reckless, leading them to take 

drastic measures even for small problems. To avoid that, teachers need to understand the mental behavior 

of students. Sometimes, teachers may face a situation where they have to face students virtually (a situation 

like the Covid-19 pandemic where all academic activities were held online). In such a situation we need to 

build a better understanding between teachers and students so that they can help the students in improving 

their mental health. To solve this problem, we have designed two recognition systems: Speech Gender 

Recognition System (SGRS) and Speech Emotion Recognition System (SERS). The main aim of our research is 

to help teachers and students so that the teachers can prevent students from taking drastic steps. 

Speech Gender Recognition System 

To identify the gender of a student, we have designed a Speech Gender Recognition System (SGRS). SGRS 

takes the voice data in “.wav” format and predicts the gender of the speaker. We have chosen Gaussian 

Mixture Model (GMM) as our machine learning classifier. Our work started with collecting audio samples in 

the English language. Then we performed Mel-Frequency Cepstral Coefficient (MFCC) feature extraction on 

collected audio files. Extracted MFCC features will be sent to GMM. GMM makes two clusters namely male 

and female. Then for each audio file, it calculates male score and female score. Once the MFCC features are 

extracted for each test audio file, male score and female scores will be calculated. These scores will be 

compared with female.gmm and male.gmm which already contains standard male score and female score 

on training data. If the female score of a file is greater than male score then it will be classified as female 

audio or vice versa. 

English Language Dataset 

The English test data set consists of 54 male samples and 48 female samples. When we tested these samples 

on the GMM model, we got an accuracy of 97.1% with 97.9% precision and 95.8% recall (Figure 4). Figure 4 

shows that 53 samples of females have been classified as female and one sample of female has been wrongly 

classified as male and 46 samples of male have been correctly classified as male and 2 samples are wrongly 

classified as female on the English dataset. 

 

 

 

 

 

 

 

 

 

 

 

        Figure 4. Confusion matrix of gender recognition on English dataset 
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Kannada Language Dataset 

Next, we have considered the same algorithm and followed the same procedure for the Kannada dataset. 

The Kannada test set consists of 50 male data and 50 female data. We have obtained an accuracy of 84% 

from the Kannada dataset with 85.4% precision and 82% recall (Figure 5). Out of those 100 samples 45 female 

samples 40 male samples have been classified correctly and 5 female samples 10 male samples have been 

wrongly classified. 

Figure 5. Confusion matrix of gender recognition on Kannada dataset 

    
        

Figure 5 shows 43 samples of females have been classified as female and seven samples of females have 

been wrongly classified as male and 41 samples of male have been correctly classified as male and 9 samples 

are wrongly classified as female on the Kannada dataset. 

GMM model achieved an accuracy of 97% on the English dataset and 84% accuracy on the Kannada dataset. 

This shows the GMM model on the English dataset performed better compared to the Kannada dataset. So, 

our choice of GMM algorithm for gender recognition over other classifiers gives us satisfactory results. 

 

Speech Emotion Recognition System 
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We have designed a Speech Emotion Recognition System (SERS) which will predict the emotion of the 

speaker. We are testing this on multiple machine learning classifiers as well as deep learning techniques to 

see which algorithms perform better. For this purpose, a large amount of data is needed with proper data 

preprocessing. So, we collected around 640 audio samples in English language and 450 audio samples in 

Kannada language. Then we applied data augmentation techniques on each data sample. We chose six 

augmentation techniques for our audio data such as adding noise, stretch, shift, pitch, higher speed and 

lower speed. After the addition of augmented audio files, we ended up with around 4200 samples for the 

English dataset and 3150 samples for Kannada dataset which was sufficient for a deep learning model. Then 

we extracted MFCC features from each of these files. Data preprocessing is performed on extracted MFCC 

feature values. Finally, we applied Z-score transformation to get the data values in a common range.  

Machine learning approach on English and Kannada Languages 

After data preprocessing, we started applying machine learning algorithms on the English dataset and the 
Kannada dataset. The machine learning algorithms which we have considered for our research work are 
Decision Tree (DT), Random Forest (RF), Naive Bayes (NB), Support Vector Machine (SVM) and K-Nearest 
Neighbor (KNN). The performance of various machine learning algorithms on English and Kannada dataset 
are shown below. 

Figure 6. Performance of Machine Learning Classifiers on English Dataset 

 
 

Figure 7. Performance of Machine Learning Classifiers on Kannada Dataset 

 
 

We got an accuracy of 48% on SVM, 37% on NB, 57% on RF, 53% on KNN and 46% on DT for kannada language 

and an accuracy of 45% on SVM, 33% on NB, 51% on KNN classifier, 55% on RF and 45% on DT for kannada 
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language. Among all classifiers, the highest accuracy was achieved with Random Forest. This is because 

random forest, among all the classifiers, has the capability of handling large amounts of data and it is also 

capable of balancing datasets automatically. Since random forest takes the voting average of many decision 

trees, it will also reduce the high variance and achieve high accuracy. 

Deep Learning approach on English and Kannada Languages 

After applying our data samples on machine learning models, we tested our dataset on deep learning models. 

The deep learning algorithms which we have used in our work are one-dimensional Convolutional Neural 

Network (1D CNN), two-dimensional Convolutional Neural Network (2D CNN) and Multi-Layer Perceptron 

(MLP) classifier. The data cleaning and preprocessing steps are applied for deep learning as well. Once we 

were done with the English dataset, we tested that on the Kannada dataset. The architectures of 1D CNN and 

2D CNN are shown below. 

 
      Figure 8(a). 1D CNN Architecture                                                                 Figure 8(b). 2D CNN Architecture  

The validation loss and accuracies achieved by 2D CNN on English and Kannada datasets are shown below. 
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Figure 9 (a). 2D CNN validation accuracy on English                         Figure9 (b). 2D CNN validation loss on Kannada       
                      dataset                                                                                                                 dataset 

 
Figure 10 (a). 2D CNN validation accuracy on Kannada                         Figure 10 (b). 2D CNN validation loss on Kannada 
                        dataset                                                                                                            dataset 

 

 
Figure 9 (a) shows the validation accuracy of 98.89% on training data and 97.24% on test data for the English 

dataset. Figure 10 (a) shows the validation accuracy of 98.02% on training data and 96.77% and on test data. 

Figure 9 (b) and 10 (b) shows the validation loss of 0.0908 and 0.1458 for English and Kannada dataset 

respectively. In both the cases validation loss is <1 which clearly indicates there is no overfitting of data. The 

performance of various deep learning algorithms on English and Kannada dataset are shown below. 

 
 

Figure 11. Performance of Deep Learning Models on English Dataset 
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Figure 12. Performance of Deep Learning Models on Kannada Dataset 

 

 
        

When we trained our model with a batch size of 16 on 2D CNN we achieved an accuracy of 97.24% for the 

English dataset. Along with this we achieved an improved accuracy of 70% on 1D CNN and 62% on MLP 

classifier. For the Kannada dataset, 2D CNN achieved an accuracy of 98.02% on training data and 96.77% on 

test data. Other models 1D CNN and MLP classifier achieved an accuracy of  70.51% and 61.84% respectively. 

From all the experiments, we observed that 2D CNN performs much better compared to all other models and 

also these models performed better on larger datasets compared to the smaller datasets.  

4. Conclusion 

In this study, we have focused on two types of recognition systems (i.e., Speech Gender Recognition System 

and Speech Emotion Recognition System). For the Speech Gender Recognition System using the GMM model, 

we were able to achieve an accuracy of 97% on the English dataset and 84% accuracy on the Kannada dataset. 

In the Speech Emotion Recognition System, we got lower accuracies with the machine learning approach for 

both English and Kannada languages. The two main reasons for lower accuracies are (i) a glitch during 

collection of dataset and (ii) while handling missing values, we were replacing missing values with column 
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mean which might be similar to other emotions. With the deep learning approach, we got better accuracy 

compared to machine learning algorithms. We noticed several things in this research work. Accuracy was 

improved by a significant amount when we performed data augmentation in deep learning but there was no 

much improvement in machine learning. This concludes that deep learning models are highly dependent on 

the amount of data but this is not true for machine learning classifiers. In the machine learning approach, we 

got highest accuracy on Random Forest and lowest accuracy on Naive Bayes classifier while other classifiers 

performed averagely on both the datasets. In the deep learning approach, highest accuracy was achieved by 

2D CNN for both English and Kannada datasets. 
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