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Abstract: Stock market behavior is extremely volatile and complex in nature due to the randomness of the governing 

parameters. This makes attaining a high degree of accuracy in stock market forecasting extremely challenging. This 

paper presents a combination of discrete wavelet transform and gradient boosting approach for stock market 

prediction. A recursive wavelet decomposition approach is employed to filter the noisy data and subsequently a 

gradient boost approach is applied to different co-efficient values of the wavelet transform. Principal component 

Analysis has also been used for dimensional reduction. A composite predicted output them computed from the 

individual neural networks trained with different wavelet co-efficient. The day-wise data for shares has been 

considered with opening prices, closing prices, average price and volume as the temporal parameters. The performance 

evaluation has been done based on the mean absolute percentage error, mean square error, accuracy of prediction and 

regression values. It has been shown that the proposed approach and attains an average accuracy of 88.97% and a 

regression value of 0.99 for multiple benchmark datasets. A comparative analysis of the proposed technique shows that 

the method outperforms existing baseline techniques. 
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1. Introduction 

Stock markets have been a vital area of research with respect to economy. The evaluation of stock prices 

and stock markets are important to understand the changing dynamics of market investments. It is crucial 

for the investors and policy makers to predict the stock prices and gauge the movement of stock values. It 

is essential for investment planning and investment-based profits. Stock investment is a substantial financial 

activity that can lead to huge profits or losses. Stock market predictions based on the stock price prediction 

are a key aspect for share market analysis and planning Attigeri et al. (2015). The volatile nature of the 

share market is a major challenge that needs to be focused. Stock market prediction is of paramount 

importance in this context, which aims at predicting the future stock values Baek et al. (2018). Accuracy in 

prediction of stock market prices can aid in creating profitable investment strategies. A robust prediction 

model can help in forecasting accurate stock values. There have been rapid developments in this area of 

research with the use of artificial intelligence and machine learning methods Bansal et al. (2019). The 

domain of artificial intelligence has helped in understanding and analyzing the financial markets in an 

effective manner. There has been a widespread increase in the use of machine learning backed methods for 

efficient evaluation of financial markets. The technical analysis in prediction of stock market investments is 

based on past data of share market can be done using efficient machine learning based methods Billah et al. 

(2016). This domain has been an active area of research for accurate prediction of stock values based on 

machine learning based methods. While different machine learning approaches have been explored to 
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forecast stock market behavior accurately, the non- linearity, extremely high randomness and non-

stationarity of the noisy data sets renders inaccuracies in forecasting for conventional machine learning 

algorithms used for time series forecasting problems Bouktif et al. (2020). The paper aims at devising a 

technique for stock market forecasting employing statistical data filtering coupled with machine learning. For 

that purpose, the wavelet transform is utilized, as a transform domain iterative filter along with principal 

component analysis for data optimization. The gradient descent approach is employed subsequently for 

training Cakra et al. (2015). The remaining section of the paper is organized as follows: Section II presents 

the conventional techniques in the domain of the proposed work. Section III discusses the data processing 

and training approach. Section IV discusses the results obtained using the proposed approach. Section V 

makes the concluding remarks regarding the findings. 

 

2. Related Work 

The concept of transfer entropy-based machine learning was proposed and implemented by Kim et al. 

(2020) which tried to use the time varying effective transfer entropy (ETE) in conjugation with different 

machine learning algorithms. The approach used the ETE as an exogenous input for the logistic regression, 

LSTM, and MLP algor ithms. It was shown that the ETE acted as an effective feature for time series 

forecasting. Bouktif et al. (2020) proposed the use of texture-based features along with temporal data for 

stock market forecasting. This approach tries to incorporate public opinion regarding stock prices and 

market movement. Sentiment analysis and its possible impact on stock market movement was studied by Li 

et al. (2020). It as shown that the correlation between the sentiment analysis and stock market movement 

can be used for forecasting closing values of stock prices. Porshnev et al. (2013) utilized Twitter data for 

estimating public sentiments pertaining to stock prices and coupled it with the historical data to generate 

the training vector. A similar approach was proposed by Smailović et al. (2013) to utilize the knowledge 

discovery process for stock market forecasting.The long short term memory (LSTM) neural networks have 

been extensively used for time series forecasting problems. Eapen et al. (2019) have used a bidirectional and 

conventional LSTM network respectively for stock market forecasting, It as shown by Baek et al. (2018) that 

the LSTM can be prone to overfitting which may result in the network being stuck in local minima, which 

needs to be avoided. It was shown that the LSTM was able to track the more recent trends in the data as 

compared to other deep learning techniques such as the convolutional neural networks (CNNs). Support 

Vector Regression (SVR) has also been used extensively for stock market forecasting. SVR has been employed 

by Guo et al. (2018). An adaptive SVR-Wavelet model was proposed by Raimundo et al. (2018) where the 

Wavelet transform is used as a data processing tool. Recurrent Deep Neural Networks (RDNNs) were used by 

Yoshihara et al. (2014). A comparative analysis of RNN, LSTM and Sliding CNN was proposed by Selvin et al. 

(2017) Fuzzy logic and expert systems were employed for stock market forecasting by Sadaei et al. (2016). 

Adaptive Neuro Fuzzy Inference Systems (ANFIS) was proposed and implemented by Lincy et al. (2016) for 

time series stock market forecasting. Another approach which was extensively used was the linear 

regression, logistic regression and Support Vector Regression for stock market movement estimation and 

forecasting problems by Devi et al. (2015). The use of sentiment analysis and opinion mining was proposed 

by Cakara et al. (2015) and Li et al. (2015). The use of hybrid techniques for forecasting was proposed by 

Patel et al. (2015). Neural networks along with its different variants were used for stock market 

prediction as discussed by Sim et al. (2013). Recurrent Networks were used for prediction by Yoshihara et 

al. (2014). The common performance metrics for the evaluation of the system were the mean square error 

(MSE), mean absolute error (MAE), normalized root mean squared error (NRMSE), regression (R) and 

accuracy. 

 

3. Methodology 
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The proposed methodology tries to employ techniques for data pre-processing to remove noise effects from 

the data as well as feed the machine learning model with an exogenous input in terms of recent moving 

average so as to facilitate in recent pattern analysis. Mostly large stock datasets are inherently noisy in 

nature due to the near random movement of the prices based on several financial and socio-economic 

factors. In the technique developed, a major focus has been on processing the data to alleviate the effects of 

noisy fluctuations in the data which makes it extremely challenging for machine learning models to find the 

intrinsic patterns in the data. The data processing has been proposed employing a two-fold approach of 

noise filtering and dimensional reduction. For the purpose, the wavelet transform and the principal 

component analysis have been planned to be employed and fine-tuned for the data model. Such an 

approach helps to understand the retention of the actual data patterns in the data over a long span while 

removing the noisy part of the data. This is a novel approach which leads to better training of the employed 

machine learning model. The extensive statistical analysis helps to gain insight into the correctness of the 

data being used to train the machine learning model. A moving average is then proposed to be an exogenous 

input to the learning model. The moving average would allow the machine learning algorithm to find recent 

patterns in the data along with overall historical data. The final data vector would thus contain the DWT 

coefficients of the decomposition along with the moving average exogenous input. Gradient Boosting is then 

proposed to compute the final prediction output as a summation of the outputs from the individual learning 

models. The mathematical modelling of the proposed approach is described subsequently. To attain high 

accuracy of forecasting, a combination of PCA, Wavelet Transform and Gradient Descent (GD) based 

approaches has been proposed. 

3.1 Data processing 

The data utilized for the present experimental study is the SBI, Infosys and Reliance stock prices listed in 

the Bombay Stock Exchange (BSE) and National Stock Exchange (NSE), India. The data preparation and 

processing techniques bolster the training algorithms for stock market forecasting. The techniques used 

in this paper are the Principal Component Analysis (PCA) and the Discrete Wavelet Transform (DWT) 

Walden (2001). The PCA has been used as data optimization and dimensional reduction tool for time 

series forecasting problems. In the context of this paper, it is particularly useful for segregate the 

fluctuating component of the data from the predictable component of the data, which is effective to 

filter out noisy data samples from the data samples of predictable coherent nature, Sim et al. (2013) The 

application of the PCA on the raw data allows to dimensionally reduce the data into a more coherent 

and compact data vector with lesser dimensions. This allows to lessening the perturbations in the data 

employing truncation of the dimensions which exhibit relatively lesser coherence Meesad et al. (2013). 

The data representation of the target vector can be given by: 

           (1)  
Here, 

T is the composite target vector 

 t is the time variable 

k is the delay or lag variable  

N is the number of lags 

 

The target vector is generally influenced by several governing parameters or features which are often 

non-linear and non-stationary in nature. The PCA can be used to generate a dimensionally reduced set of 

the data vector and in the process removes the uncorrelated data variables in the noise spectrum of 

the data. The filtered data can be expressed as: 

       (2) 
Here, 
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Tt is the truncated and dimensionally reduced data           

          vector is the principal components 

          is the reduced singular  

       matrix is the PCA matrix 

 

The data is truncated and filtered to contain closely correlated data points and discard the uncorrelated 

data samples thereby rendering dynamic closeness to the data under consideration. Thus, the PCA helps 

to produce a time series data set by projecting the data state space into matrix of singular vectors into a 

reduced principal component state space, given by: 

      (3) 

 

Here, 

      is the n-dimensional data vector 

       is the m dimensional reduced vector 

          is the principal components for employing PCA 

 

The next step is the decomposition of the PCA reduced data using the discrete wavelet transform. The 

discrete wavelet transform is a sampled version of the continuous wavelet transform which can be used 

for filtering time series data. The DWT acts as a multi-level filter, with even length scaling and shifting 

operations acting as high and low pass filtering operations. On contrary to the Fourier based methods, 

which can be applied to smooth signals and data patterns due to constraints of Dirichlet’s conditions 

Raimundo et al. (2018). However, due to the non-smooth kernel functions, the wavelet transform is 

useful to analysis of non -smooth, non-stationary and abruptly changing signals and data [26]. The 

scaling operation satisfies: 

 

      (4) 
 

 

   (5) 

 
Here, 

:l = 0………L-1 represents the kernel of the transform n represents the set of non-zero integers. 

The scaling co-efficient values of the DWT with a multi-level pyramidal filtering structure for level ‘i’ 

is given by: 

                                                                          (6) 

 

The wavelet co-efficient values of the DWT with a multi-level pyramidal filtering structure for

 level ‘i’ is given by: 

                    (7) 

 
Here, 

     and     are related as: 

      (8) 

 
And 
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      (9) 

 

For l=0, ………, L-1 

t denotes the time variable 

X denotes the time dependent sequent to be transformed. 

Another way of looking at the DWT is a recursive pyramidal filter which breaks down the function to be 

transformed into the approximate and detailed co-efficient values. While the detailed co-efficient values 

would contain the noisy disturbances, the approximate co-efficient values would contain the intrinsic 

patterns in the data except the noisy component. Thus, iteratively applying the DWT, discarding the 

detailed co-efficient values and retaining the approximate coefficient values would allow to filter out the 

noisy component of the data. While some data loss may be incurred in the process, but it would 

outweigh the detrimental effects of the disturbances in the data. Mathematically, it can be summed up 

as: 

 

                                            (10) 

      
Here, 

Approx. represents the approximate co-efficient values 

 Detailed represents the detailed co-efficient values 

S and W are the scaling and wavelet filters of the DWT 

 ̀X is the time domain samples of the data 

 

3.2 Training 

The raw data is structured and processed using the PCA and the DWT which yields the actual training 

data. The data features used in this study are date, previous day closing price, present day opening price, 

volume (swing), highest and lowest price of the day. The training algorithm employed here is the back 

propagation-gradient descent. Following a standard convention, 70% of the data is utilized for training 

the neural network and 30% is used for testing. The back propagation mechanism is chosen since it is 

found to yield relatively good results for temporal prediction problems. In this approach, the data vector 

is applied to the network to be train ed, and the error or objective function is computed. Recursive 

trainings or iterations are performed based on the following constraints: 

3.2.1 The objective function is minimized and the values becomes stationary for multiple iterations 

consecutively. 

3.2.2 The objective function doesn’t attain stationarity but the maximum number of iterations 

defined have been reached. 

Satisfying either of the two conditions results in the termination of the training process. The 

back propagation fundamentally utilizes the chain rule given by: 

     

(11) 

Here, 

           is the weight of the next iteration 

       is the weight of the present  

e iteration e is the error 

α is the learning rate 

    

(12) 
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The chain rule in relation (12) can be used for computing the error gradient. Summarizing the 

back propagation algorithm employed, the following steps are to be employed: 

       (13) 

 
Here, 

P is the initial training vector T is the feed-forward vector 

The superscript ‘i’ represents the initial state of the network 

 
Next, the propagation of the training vector through the network would yield: 

 

        (14) 

 

At each step, the following vector is updated: 

a=am                                    (15) 

Here, 

m is the iteration number f is the activation function 

W is the weight of the network b is the bias of the network 

 

Subsequently, the sensitivities of the network are to be fed back to the next iteration as a 

composite training vector, given by [27]: 

     (16) 

Here, 

S denotes the sensitivity 

t denotes the time metric 

a denotes the delay or lag after which the sensitivity is computed in the network. 

Typically, the error of iteration ‘m’ along with the error gradients are utilized as the 

variables for the Sensitivity vector in feedback i.e. 

      (17) 

 

 

The values of the weight a bias is generally updated as: 

     (18) 

 

     (19) 

Here, 

𝛼 denotes the learning rate 

k denotes the subsequent iteration 

 k-1 denotes the previous iteration 

 

In general, the steepest descent is the simplest to implement, but is slow in convergence. 

Hence, we employ the scaled conjugate variant of the steepest descent to speed up the 

convergence of the objective function. This needs the computation of a search vector for 

each iteration ‘k’ which would point to a scaled gradient with the maximum error change 

rate with respect to weights. It is given by: 
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A parallel search for the learning rate is carried out to minimize the objective function along 

the direction of search of the error gradient in each iteration. Mathematically, it is given by: 

       (21) 

 
Here, 

 R  is the scaling step 

 𝛼  is the learning rate 

           is the search vector for iteration ‘k’ 

 
The scaled version of the steepest descent converges in ‘n’ iterations for a quadratic objective function 

typically the mean squared error. However, after the ‘n’ iterations are over, a repetitive cycle of scaled 

gradients is employed. 

As data is fed to a neural network for pattern recognition, the weights keep updating. However, it has 

been found that in case of time series problems, the latest data sample have the maximum impact on 

the latest output. Hence it is logical to calculate a moving average of latest (previous) data and apply it to 

the neural network. This is also called a moving average. Mathematically, 

           (22) 

Here, 

       is the kth input sample to the neural network 

        are the data samples from the first to the kth sample 

                             is the mean of the data samples form k-n to k, i.e. it is a moving average depending 

on the value of k 

      is the target 

 
Thus, a moving average of the 𝐶A 𝑎𝑛𝑑 𝐶A values can be computed after the after the application of the 

PCA. The next step would be creating a new training vector composing of the following variables: 

   (23) 

Here, 

𝑇r is the training vector, 

𝑌 is the target vector. 

              are the individual decomposed values of the features 

using the DWT iteratively.  

  is the, moving average of the variables. 

 

The moving average would allow the machine learning algorithm to find recent patterns in the data 

along with overall historical data. The final data vector would thus contain the DWT co-efficient of the 

decomposition along with the moving average exogenous input. Gradient Boosting is then proposed to 

compute the final prediction output as a summation of the outputs from the individual learning models. 

 

The performance evaluation of the proposed model is done based on the evaluation of the following 

parameters: 

1. Mean Absolute Percentage Error (MAPE) 

2. Mean square error (MSE) 
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      (24) 

 

 

    

     (25) 

 
Here, 

N is the number of predicted samples  

    is the predicted value 

     is the actual value  

e is the error value 

 

The next section discusses the obtained results. 

 

4. Experimental Results 

The data has been extracted from https://in.finance.yahoo.com/quote. Three data sets have been used for 

the analysis of the proposed algorithm, which are the SBI, Infosys and Reliance. The feature selected are the 

date, opening price, closing price, mean price of the day, maximum price and minimum price. The day wise 

parameters are modelled to affect and gov ern the final share prices. The data processing and prediction 

methodologies are explained subsequently using the obtained results. 
 

 

Fig.1 The scatter plot of the raw unfiltered data samples (SBI dataset) 
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Subsequently, the PCA is applied to the data for dimensional reduction and converting it into a more 

coherent and compact data vector with lesser dimensions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 The scatter plot of the data after application of PCA (SBI dataset) 

 

It can be observed that the local noise floor of the data can be removed by the application of PCA which 

is the objective of pre-processing the data so as to facilitate the pattern recognition for the neural network. 

After the dimensional reduction of the data and removal of the base noise floor, the DWT is applied 

iteratively to obtain further filtering of the data. 

 

 

Fig.3 Wavelet Decomposition of the data at level 3 using Haar family 
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The data is decomposed into the approximate co-efficient and the 3 level detailed co-efficient values. Here‘s’ 

represents the approximate co-efficient value while d1, d2, d3 and d4 represents the detailed co-efficient 

values. The noise spectrum can be analyzed using the histogram analysis of the data. 

 

 

 

Fig.4 Histogram Analysis of original dataset (SBI) 
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Fig.5 Histogram Analysis of approximate co-efficient values at level 3 
 

Figure 5 represents the histogram analysis of the approximate co-efficient values at level 3 of the wavelet 

decomposition. The histogram analysis renders insights into the statistical properties of the filtered data. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6 Histogram Analysis of detailed co-efficient values at level 3 
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Figure 6 represents the histogram and statistical analysis of the decomposition of the data into the detailed 

co-efficient values. A clear difference can be seen in the normal and cumulative histograms of the detailed 

co-efficient values as compared to the original data or the approximate co-efficient values. A statistical 

analysis of the decomposition is tableted in tables 

1. The parameters computed to evaluate the noise removal from the raw data Table 1 Statistical 

Analysis of Data 

S.No. Parameter Values Class 

1. Minimum 8.628 x 104 

Original Data 

2. Maximum 8.807 x 107 

3. Mean 2.756 x 106 

4. Median 2.068 x 106 

5. Standard Deviation 4.308 x 106 

6 Mean Absolute Deviation 6.861 x 106 

7. Minimum 3.383 x 106 

Approximate Co-efficient values 

8. Maximum 3.858 x 107 

9. Mean 7.796 x 106 

10. Median 6.501 x 106 

11. Standard Deviation 5.152 x 106 

12. Mean Absolute Deviation 1.194 x 106 

13. Minimum -3.304 x 107 

Detailed Co-efficient values 

14. Maximum 7.22 x 106 

15. Mean -8.081 x 105 

16. Median -2.9 x 105 

17. Standard Deviation 4.732 x 106 

18. Mean Absolute Deviation 9.876 x 105 

 

Table 1 clearly indicates that there is a distinct visible similarity between the histogram of the original data 

and the approximate co-efficient values of the data, whereas the detailed co- efficient values bear a clear 

difference in both magnitude, distribution and the polarity of the values. This clearly indicates that the noise 

and disturbance in the noise floor affects the detailed co -efficient values much more compared to the 

approximate co-efficient values. A similar analysis has been done for the Infosys and Reliance datasets 
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Fig.7 Regression of the Proposed Model 
 

The R (regression) values have been depicted in figure 8 for the training, testing, validation and average 

overall cases. It can be observed that the proposed system attains an average regression of 93%. A high value 

of regression indicates the closeness in the forecasted and actual values. 

 

 
 

Fig.8 Training States of the Network 
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The proposed network employs a modified scaled version of the gradient descent algorithm and it can be 

seen that even though the algorithm used is backpropagation, the training converged at 27 iterations with 

a near monotonic decrease in the gradient, The validation checks ensure that the objective function 

stabilizes prior to training. 

 

 

Fig.9 MAPE of the system for SBI dataset 
 

The PCA and DWT decomposition has been performed for all the three datasets used in the study. The final 

result has been obtained in terms of the actual and predicted share prices. The comparative analysis of the 

actual and predicted values indicates the accuracy of the proposed approach. The mean absolute percentage 

error (MAPE) of the system is the metric used in this study to computed the prediction accuracy. The 

regression analysis also shows the similarity between the predicted and actual values of the stock prices. The 

training parameters for the SBI dataset have been tabulated in Table 2, while Table 3 summarizes the MAPE 

and regression values of the proposed algorithm for all the three data sets. 
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Fig.10 MAPE of the system for Infosys dataset 

 

 

Fig.11 MAPE of the system for Reliance dataset 
 

Three different datasets have been used in the proposed work which are that of SBI, Infosys and Reliance 

share prices, obtained from [28]. The actual and modelled forecasting values are depicted in figure 9. The 
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mean absolute percentage error of the system is found to be 8.72% for the SBI dataset. This yields and 

accuracy of 91.28% which is relatively high compared to the existing literature [1]-[3]. A similar analysis has 

been adopted for the Infosys and Reliance datasets. The MAPE and Regression Values for the Infosys and 

TCS datasets are 11.22, 0.915, and 13.15, .0.91 respectively. The value of the MAPE and accuracy are 

suggestive of the fact that the proposed system is capable to filter out the noisy values from the original 

noise floor and forecast the stock prices with relatively high accuracy. This statistical analysis of the 

approximate and detailed co-efficient values also indicates the same as the histogram of the detailed 

coefficient values are significantly w.r.t. to the original data while the detailed co-efficient values are 

convergent with the actual data. This indicates that the noise effects have been removed by iterative 

filtering employing the DWT. The scaled version of the neural network used has 10 hidden layers with a log -

sigmoid activation function trained with the scaled version of the gradient descent. This allows faster 

convergence compared to the conventional gradient de scent. 

 

Table 2 Summary of Computed Parameter Values for SBI dataset 

S. No. Parameter Value 

1. Iterations 27 

2. Training Regression 0.9202 

1 

3. Testing Regression 0.9563 

7 

4. Validation 

Regression 

0.9596 

9 

5. Overall Regression 0.9305 

3 

6. MAPE 8.72% 

7. Accuracy 91.28% 

 

 

Table 3 Summary of MAPE and Regression Values 

S. No. Dataset MAPE Regression 

(Overall) 

1. SBI 8.72 0.93 

2. Infosys 11.22 0.915 

3. Reliance 13.15 0.91 
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Table 4 Comparison with existing techniques in terms of prediction accuracy 

S. No. Technique Accuracy 

1. Transfer Entropy and Machine Learning [1] 57% 

2. Augmented Textual Feature Based 

Learning [2] 

60% 

3. LSTM with Sentiment Analysis [3] 49.6% 

4. Proposed Technique (Mean Accuracy) 88.97% 

 

 

 

5. Conclusion 

This paper presents a stock market forecasting model based on the modified version of the gradient descent 

and back propagation for neural networks. The neural network is designed with 10 hidden layers. A 

modification in terms of the scaled version of the gradient to be employed while computing the gradients in 

each iteration is proposed with a search vector updating the gradient direction in each iteration. Rigorous 

data cleaning is employed using the principal component analysis and the discrete wavelet transform. A 3rd 

level decomposition of the data is done and subsequent statistical analysis is performed to correlate the 

noise floor with the actual data to be analysed. It has been successfully shown that discarding the detailed 

co-efficient values helps in data cleaning and retaining the approximate co-efficient values results in 

subsequent accurate pattern recognition in the data. The performance of the system has bene evaluated in 

terms of the regression, mean absolute percentage error and accuracy of the system. The system attains an 

average accuracy of 88.97 which is significantly higher compared to existing literature. The novelty of the 

approach lies in the fact that the approach uses the gradient boosting methodology for all the co-efficient 

values of the DWT decomposition as training values. Moreover, the moving average acts as an additional 

input the algorithm to find recent patterns in the data. 
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