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ABSTRACT 

We provide a motion strategic plan for an automated robot navigation pathway that takes into account both the ambiguity 

posed by the automated robot as well as the uncertainty posed by other vehicles involved. The ambiguity along the anticipated 

trajectory is estimated using Gaussian dispersion, as well as the future movement of vehicles involved is forecasted using such a 

regional planner. The ambiguity from relocation and handling is calculated for the mobile robot using Linear-Quadratic 

Gaussian (LQG) architecture. Due to direct ambiguity data feedback to the designer, our architecture helps a planner to prevent 

risky scenarios more effectively than existing safety evaluation techniques. In comparison to planning just using an LQG 

architecture, we show that our planner may yield safer paths. 

Keywords: Automated robot, motion planning, physics-based traffic, Linear-Quadratic Gaussian (LQG). 

1. INTRODUCTION 

Tracked robots are first developed to aid navigate over several terrain situations, including ice, loose 

sand, muck, steep hills, rubble-strewn terrain, or any mixture of such (hence known as difficult ground) 

however, conventional wheeled robots would not be able to do so. Such robots are frequently the best 

choice for tasks requiring a substantial degree of traction, like moving big military weapons or 

agricultural activities. The advantages of tracking mobility over wheeled robots in such situations are 

due to improved grip and lower surface strain. Tracked mobility is frequently regarded as especially 

relevant for search and saving operations [1] where terrain circumstances are generally dangerous and 

the ecosystem is particularly unstable due to the aforementioned characteristics. This is proved in 

actuality as well, with tracks serving as the principal mode of mobility for the vast number of relief and 

recovery robots operated in the area over the last several decades [2–5].  

One of the most important criteria for a relief and recovery platform is increasing mobility, among other 

things. After environmental or man-made tragedies, communication links between the impacted zone 
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and the rest of the globe are frequently clogged, with restricted bandwidth as well as increasing delays. 

Permanently attached recovery systems have had different levels of efficacy in the previous, providing 

for a reliable communication connection [6–9]. The use of a cable, however, restricted the robots' 

mobility and increased the chance of the cord getting trapped in the debris. With a communications 

connection, remote control of a recovery robotic system in an unorganized dynamic situation is a 

difficult undertaking due to the crucial nature of rescuing operations. This necessitates increased levels 

of automation in rescuing robots, like the capacity to reliably handle hazardous terrain situations on 

their own. The US Army's latest necessity for unmanned casualty extraction systems [10, 11], as well as 

the inclusion of CasEvac/MedEvac situations in robotic benchmarks, contests like El-Rob, underscore the 

increasing necessity for these automated robots.  

2. RELATED WORK 

Restricted vision from unseen locations in the surroundings must be factored into safer motion 

planning. Several studies have looked into various areas of risk analysis and prudent planning in low-

visibility situations. The stochastic risk analysis of obstructed areas has been studied by few researchers. 

One of those [12] presented a stochastic risk analysis depending upon the amount of traffic along the 

road, while another [13] suggested an identical method depending upon on weights and speeds of two 

vehicles. Such methods, meanwhile, have drawbacks from that they need traffic density and robot mass 

that cannot be recorded by sensors. Another way uses time-to-entry (TTE) as well as Bayesian networks 

[14] to show the danger level as a probabilistic dispersion. Furthermore, ref. [15] provided a graphical 

approach suitable for expressing the danger of the road section over the period, and used a dynamical 

Bayesian approach to estimate occupancy. Even though such research defines the hazard as a possibility 

so it can be included in the strategic planning, presenting the hazard as a possibility does not guarantee 

demonstrable security.  

Several works adopt a stochastic technique that resolves a worst-case issue to reduce the ambiguity of 

probabilities. [16] Demonstrated a planner that deals with ambiguity projections at junctions and took 

emergency braking into account before arriving at the crossing. Furthermore, the study did not take into 

account sensor distance or cars approaching from behind the vision zone. Refer [17] analyzed the 

occupation set of automobiles in the surroundings and assessed the presence of an urgent movement, 

such as a lane shift, to arrange for such a fail-safe action. The vehicle's perceptual field was not 

considered in this study.  Another research [18] proposed a strategy to avoid potentially dangerous 

circumstances by having the car gently approach the junction while keeping an eye on possibly 

obstructed vehicles involved using virtual grid maps. A strategy for evaluating the security of a particular 

trajectory in terms of occlusions was presented in ref. [19]. The motion prediction in reference [20] was 

centered on an ambiguous environment modeling with deformation. They demonstrated a way of 

avoiding collisions during a scene's worst-case development. References [21, 22] addressed the possible 

risk of deformation and restricted sensor capabilities by employing state durations to over-approximate 

all conceivable states of non - observable barriers. These methods, meanwhile, cannot be used in valet 

parked situations. Because these methods believe that impediments appear based on the geometry of 

the blueprint, they are unable to analyze the gaps among parked vehicles with caution.   
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3. PROPOSED METHODOLOGY 

Robots are represented as dynamic units controlled by physics laws in physics-based mobility systems. 

The development of the condition of the robot is anticipated using dynamical and kinematic designs that 

relate certain controller inputs (e.g. turning, accelerate), automobile attributes (e.g. weight), and 

exterior factors (e.g. frictional factor of the track surface) (e.g. location, heading, velocity). The 

preliminary path defined by the high-level controller is delivered to such a physical robot as a set of 

checkpoints depending on the outcomes of a physical engine. Depending upon the latest location, the 

low-level planner on the physical robots directs it to the next path (specific destination). The robot 

gathers more sensor information as it goes to the next path in the proximity of already discovered units. 

The high-level controller receives the altered sensor data and, if needed, reanalyzes and produces the 

altered course. This approach is repeated till the physical robots reach the destination or find that there 

is any other way. Figures 1 depict a schematic diagram as well as a flow diagram that describes how the 

suggested technique works. 

 

Figure 1: Physical-based motion planning. 
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3.1. UNCERTAINTY DETECTION OF TRAFFIC PARTICIPANT 

We exclusively examine mobile robots as traffic participants in this article. The condition of an 

automated robot is x= [𝑥 𝑦 𝜃], as well as the controller input, is u= [𝑣 𝑘], where 𝑥 & 𝑦 are now the 

positions, 𝜃 seems to be the rotation, 𝑘 seems to be the curve, and 𝑣 seems to be the velocity.  

Assuming a quantization time interval of∆𝑡, the robotic movements are defined by:  

 𝑥𝑡 = 𝐴𝑡𝑥𝑡−1 + 𝐵𝑡𝑢𝑡−1                                         (1) 

 𝐴𝑡 = [
1 0 −𝑣𝑡−1 sin 𝜃𝑡−1 ∆𝑡
0 1 𝑣𝑡−1 cos 𝜃𝑡−1 ∆𝑡
0 0 1

]                        (2)     

 𝐵𝑡 = [

cos 𝜃𝑡−1 ∆𝑡 0
sin𝜃𝑡−1 ∆𝑡 0

0 𝑣𝑡−1∆𝑡
]                                (3) 

The existing condition of traffic participants, as well as forthcoming controller input, impacts their future 

paths. Assume there seem to be 𝑁𝑐 automated robots in the scenario, with 𝑢𝑖 denoting their controller 

parameters,𝑖 ∈ [1, 𝑁𝑐]. The future path of every robot 𝑖 can be estimated by providing controller input 

unit(𝑡 ∈ [0, 𝑇], when 𝑇 is the forecast period) to the autonomous vehicles, assuming its original 

condition 𝑥0
𝑖 (1). The robot's sensing system can detect the present conditions of other 

automated vehicles. Nonetheless, the traffic participants' prospective controller inputs are unclear. In 

this study, we present a local controller that forecasts traffic participants' upcoming movements. Motion 

representations are created for every traffic participant depending upon a typical robot's navigation 

attitude and then assessed utilizing a value function. Ultimately, the best estimate of such a traffic 

participant's upcoming motion is selected as optimum motion fundamental.  

3.1.1. Gaussian Propagation: 

The condition is often partly viewable, and the robot dynamic approach can be represented or modeled 

as a time-varying linear concept. The discontinuous linear model is denoted by the following:  

 𝑥𝑡 = 𝐴𝑡𝑥𝑡−1 + 𝐵𝑡𝑢𝑡−1 +𝑤𝑡 ,                   𝑤𝑡~𝑁(0,𝑊𝑡)                 (4) 

  𝑧𝑡 = 𝐶𝑡𝑥𝑡−1 + 𝑣𝑡 ,                                      𝑣𝑡  ~𝑁(0, 𝑉𝑡)                    (5)       

Where 𝑥𝑡 represents the condition vector, 𝑢𝑡 represents the controller input vector, 𝑧𝑡 represents the 

measuring vector, 𝑤𝑡  represents processing distortion, and 𝑣𝑡  represents measuring distortion. The 

following are the initial Kalman filter calculations: 

The following is a procedure update: 
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 𝑥 𝑡
− = 𝐴𝑡𝑥 𝑡−1 + 𝐵𝑡𝑢𝑡−1                                                                 (6) 

 ∑𝑡
− = 𝐴𝑡∑𝑡−1𝐴𝑡

𝑇 +𝑊𝑡                                                                  (7) 

The latest measurement is as follows: 

 𝐿𝑡 = ∑𝑡
−𝐶𝑡

𝑇(𝐶𝑡∑𝑡
−𝐶𝑡

𝑇 + 𝑉𝑡)
−1                                                       (8) 

 𝑥 𝑡 = 𝑥 𝑡
− + 𝐿𝑡(𝑧𝑡 − 𝐶𝑡𝑥𝑡

−)                                                             (9) 

 ∑𝑡 = (𝐼 − 𝐿𝑡𝐶𝑡)∑𝑡
−                                                                     (10) 

here 𝐿𝑡  is seems to be Kalman gain, 𝑥 𝑡
−  is the preliminary state estimation, 𝑥 𝑡  seems to be the 

posterior state estimation, and ∑𝑡 seems to be the posterior estimate fault variance. 

Both controller input 𝑢𝑡 as well as the measure 𝑧𝑡 remain undetermined at the moment of scheduling in 

our example. Depending upon the value function, 𝑢𝑡 is expected to be the best fundamental movement, 

and 𝑧𝑡 is supposed to be a Gaussian dispersion. The state vector along an upcoming path is calculated as 

𝑥 𝑡, assuming the starting condition 𝑥0 as well as the controller input ut. 𝑥𝑡's final estimation is as 

follows: 

 𝑃(𝑥𝑡) = 𝑁(𝑥̆𝑡, ∑𝑡)                                                                      (11)         

3.2. UNCERTAINTY PROPAGATION FOR THE AUTONOMOUS ROBOT 

The robot's dynamic framework is the same as its traffic participants, which is specified in (4) and 

(5).  Unlike many other traffic participants, we have absolute control over the automated robot. The LQR 

controller can also be developed to follow the predicted path for such a time-varying linear model. A 

state vector is usually written as𝑥̆𝑡, the controller input vector is marked by 𝑢̆𝑡, and the measuring 

vector is represented by 𝑧̆𝑡 along the intended path. By specifying the following, the monitoring issue 

can be turned into a regulated issue: 

 𝑥 𝑡 = 𝑥𝑡 − 𝑥̆𝑡                                                                                (12)  

 𝑢 𝑡 = 𝑢𝑡 − 𝑢̆𝑡                                                                                (13) 

 𝑧 𝑡 = 𝑧𝑡 − 𝑧̆𝑡                                                                                 (14)        

Here 𝑥 𝑡 , 𝑢 𝑡  , and 𝑧 𝑡  denote the variance among the predicted and actual trajectory throughout 

implementation. The following is an equation for the monitoring device: 

 𝑥 𝑡 = 𝐴𝑡𝑥 𝑡−1 + 𝐵𝑡𝑢 𝑡−1 +𝑤 𝑡       𝑤 𝑡 ∼ 𝑁(0,𝑤 𝑡)                          (15) 

𝑤 𝑡 = 𝐶𝑡𝑥 𝑡−1 + 𝑣 𝑡,                     𝑣 𝑡~𝑁(0, 𝒗̃ 𝑡)                               (16) 

A value function is described as follows, assuming a fixed condition and source weight matrix 𝑄 and 𝑅: 

 𝐽 = ∑ (𝑥 𝑡
𝑇𝑄𝑥 𝑡 + 𝑢 𝑡

𝑇𝑅 𝑢 𝑡)
𝑇
𝑡=0                                                           (17) 
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During path creation, the time range 𝑇 is determined. The value function is minimized by obtaining the 

optimum control strategy. 

 𝑢 𝑡 = −𝐾𝑡+1𝑥 𝑡                                                                                (18) 

Depending upon the dynamical Riccati solution 𝐾𝑡 is determined repeatedly backward. 

 𝐾𝑡 = (𝑅 + 𝐵𝑡
𝑇𝑃𝑡𝐵𝑡)

−1𝐵𝑡
𝑇𝑃𝑡𝐴𝑡                                                       (19)         

 𝑃𝑡−1 = 𝑄 + 𝐴𝑡
𝑇𝑃𝑡𝐴𝑡 − 𝐴𝑡

𝑇𝑃𝑡𝐵𝑡𝐾𝑡                                                   (20)  

 𝑃𝑁 = 𝑄                                                                                           (21)       

For such a path monitoring device, the Kalman filter processing formulas are just like (6) – (10). The 

correlation after system updating is ∑𝑡̃
_
, the posterior correlation is t after measuring change is ∑𝑡̃, as 

well as the Kalman gain, equals 𝐿𝑡̃. As per [5], the state vector's terminal dispersion is: 

 𝑃(𝑥𝑡) = 𝑁(𝑥,∑𝑡̃ + Ʌ𝑡)                                                                   (22)    

Where 

 Ʌ𝑡 = (𝐴𝑡 − 𝐵𝑡𝐾𝑡)Ʌ𝑡−1(𝐴𝑡 − 𝐵𝑡𝐾𝑡)
𝑇 + 𝐿𝑡̃𝐶𝑡∑𝑡̃

_
                             (23)               

3.2.1. Trajectory Generation  

The path generating method in this work is taken from the authors' prior article. With a reference route, 

which is usually the midline of a sector, the road coordinate is (𝑙, 𝑑), while 𝑙 and 𝑑 are also the 

referencing path's transverse and horizontal offsets, correspondingly. A location on the standard path is 

denoted by the condition (𝑙, 𝑑) with𝑑 = 0. The vertical and transverse directions both are surveyed for 

endings. We samples 𝑁𝑙  layers parallel to the standard route and 𝑁𝑑 sites perpendicular to a standard 

path in every layer. A sampling point's condition (𝑙, 𝑑) is described as Λ  

 𝑥(𝑙, 𝑑) = 𝑥(𝑙, 0) + 𝑑 cos (𝜃(𝑙, 0) +
𝜋

2
)                                           (24) 

 𝑦(𝑙, 𝑑) =  𝑦(𝑙, 0) + 𝑑 sin (𝜃(𝑙, 0) +
𝜋

2
)                                           (25)  

 𝜃(𝑙, 𝑑) =  𝜃(𝑙, 0)                                                                              (26)        

 𝐾(𝑙, 𝑑) = (𝐾(𝑙, 0)−1 − 𝑑)−1                                                            (27) 

 

Paths are created by employing cubic curve polynomial to link terminals in adjacent layers. The path's 

curve is a cubic polynomial with arc length.  

 𝜅(𝑠) = 𝛾0 + 𝛾1𝑠 + 𝛾2𝑠
2 + 𝛾3𝑠

3                                                      (28) 
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[4] has the specifics on how to solve the variables for 𝜅(𝑠). The path's length is measured in square 

feet𝑠𝑓. The speed characteristic can be constructed for every path section by dividing the velocity 𝑣𝑓 and 

acceleration 𝑎𝑓  only at the terminus. We take 𝑎𝑓 = 0 to decrease the state space. 𝑁𝑣 stands for the 

amount of discretized velocities. 

Cubic polynomials of duration are used to determine the velocity characteristic to every path: 

 𝑣(𝑡) = 𝜌0 + 𝜌1𝑡 + 𝜌2𝑡
2 + 𝜌3𝑡

3                                                      (29)         

Speed like a factor of duration is simpler for a control system to understand that velocity as a factor of 

arc distance, which is distinct from [4]. 

The time duration 𝑇 can be calculated for every path using the velocity 𝑣𝑓 and acceleration 𝑎𝑓  just at 

the end destination: 

 𝑇 =

{
 

 
−
𝑐

𝑏
𝑖𝑓 𝑎 = 0

−𝑏±√𝑏2−4𝑎𝑐

2𝑎
, 𝑖𝑓 𝑏2 − 4𝑎𝑐 ≥ 0

∅ 𝑖𝑓 𝑏2 − 4𝑎𝑐 < 0

                                          (30)          

 𝑎 = (𝑎0 − 𝑎𝑓)/12                                                                             (31) 

 𝑏 = (𝑣0 + 𝑣𝑓)/2                                                                               (32)   

 𝑐 = −𝑆𝑓                                                                                             (33) 

After that, the variables for (29) are calculated as follows: 

 𝜌0 = 𝑣0                                                                                              (34)                 

 𝜌1 = 𝑎0                                                                                              (35) 

 𝜌2 =
1

𝑇2
(3(𝑣𝑓 − 𝑣0) − (𝑎𝑓 + 2𝑎0)𝑇)                                              (36)       

 𝜌3 =
1

𝑇3
(−2(𝑣𝑓 − 𝑣0) − (𝑎𝑓 + 𝑎0)𝑇)                                              (37) 

From pathway creation technique, we get to state like a variable of arc length [𝑥(𝑠) 𝑦(𝑠) 𝜃(𝑠) 𝜅(𝑠)], so 

from the velocity creation technique, we get velocity like a function of period 𝑣(𝑡). Integral of 𝑣(𝑡) can 

be used to calculate the arc length duration 𝑠(𝑡). Replacing 𝑠(𝑡) to condition as a function of arc length 

[𝑥(𝑠) 𝑦(𝑠) 𝜃(𝑠) 𝜅(𝑠)] yields condition as a function of duration[𝑥(𝑡) 𝑦(𝑡) 𝜃(𝑡) 𝜅(𝑡)]. 

3.2.2. Prediction for Traffic Participants 

A regional planner forecasts the movement of traffic participants. We set 𝑁𝑙 = 1 for traffic a participant, 

which implies we just prepare for one layer. The explanation for this is that the lengthier we forecast, 

the more possible the forecast will be inaccurate. Furthermore, it aids in the reduction of computing 
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time. If we estimate the travel of the traffic participant, we must also evaluate the mobility of the 

robot ahead of time; this creates the chicken-and-egg conundrum. We made the premise in this study 

because when we estimate the mobility of a traffic participant, and the autonomous robot will continue 

to travel at their existing speeds without ambiguity about their placements.  

As a forecast of such a traffic participant's upcoming movements, we employ the ideal path from the 

regional controller. Once the future path has been anticipated, a Kalman filter can be used to calculate 

the condition dispersion along that path.  

3.2.3. Planning for Automated Robot 

We explore 𝑁𝑙(𝑁𝑙 ≥ 3) tiers, 𝑁𝑑 vertices on every layer, and 𝑁𝑣  velocities on every vertex for the 

automated robot. A straightforward extensive searching has a computational efficiency of 𝑂((𝑁𝑑𝑁𝑣)
𝑁𝑙). 

We examine the state space using dynamic computing (Method 1) rather than an exhausting approach, 

which decreases the processing order to 𝑂(𝑁𝑙(𝑁𝑑𝑁𝑣)
2).  

The condition is specified as 𝑠 = (𝑙, 𝑑, 𝑣) in the selection phase. The aggregated costs of paths linking 

the beginning state to such a state are represented by the value of a condition 𝑐(𝑠). Using the value 

functions, the value of a path 𝑐(τ) is calculated. The minimum cost at every state is determined through 

dynamic coding. To use an LQG architecture, the dispersion of states along a path may be estimated for 

every path during the searching stage. It must also take into account the apprehension of traffic 

participants. A method that calculates the risk of a crash between an automated robot and a traffic 

participant while taking into account the unpredictability of both traffic participants and also the mobile 

robot.  

Every robot's location is predictable from the perspective of such a traffic participant. A polygon overlap 

method is used to identify an accident among two autonomous robots. Both the automated robot's 

condition and the statuses of other robots are probabilistic, which is formalized using regular deviations. 

The ellipse created by the correlation matrix can offer an upper limit of the likelihood that now the 

robot would crash with predictable impediments for a pointed robot having normal dispersion. In other 

terms, the crash chance is at maximum if the elliptical does not intersect with any predictable barrier. In 

this situation, though, the robot's form is rectangular. A Minkowski total of a rectangular and elliptical, 

which is a curved rectangle, is computed. As a prudent estimate of the curved rectangle, we chose the 

smallest enclosing rectangle. If a new rectangular has no overlapping with barriers, it still retains the 

characteristic that the crash risk is at the maximum 𝛿. Furthermore, to identify conflicts, we use a 

polygon overlap technique on the smallest enclosing rectangles. 

4. EXPERIMENTAL RESULTS 

The suggested planning framework was built in MATLAB, which further communicated with V-REP via 

remote API interfaces, comprising its D* Lite high-level planners as well as the low-level hybridized 

automated controllers. Figure 2 shows a picture of a robot's movement as observed by MATLAB 

planners and the matching location of the robot on V-REP throughout the harsh terrain simulations. The 

low-level controllers operating in MATLAB received the robot's location and direction (both six aspects) 
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straight from the simulator over the simulation. Particle Physics is utilized to describe the dynamical 

parts of a scheduling issue in headless form. The suggested planner's findings were contrasted to the 

results of kinematic planners in both simulated instances. The main distinction between suggested and 

kinematic planners seems to be when the kinematic edition ignores the dynamic components of an issue 

by not checking the accuracy of the suggested path by employing a physics engine. It enables the 

kinematic planners to generate the ideal shortest route in all circumstances, regardless of whether or 

not the suggested path is feasible. Bounding barriers surround both modeled terrains, preventing the 

robot from leaving the simulated territory. Except for the boundary walls, neither terrain map had any 

other permanent impediments. The low-level controllers were adjusted for simulation so that the 

emulated robot will not perceive terrain characteristics as barriers. 

 

Figure 2: Planner Robotic motion. 

Our approach was also contrasted to the accessible set-based approach [16]. The autonomous robot 

(blue) is attempting to overtake a stationary vehicle (red) on such a two-lane highway while incoming 

traffic approaches, as seen in Figure 3. In Figure 3a, probabilistic planning (i.e., the planners suggested in 

this work but not addressing ambiguity) first plans the optimum itinerary for the mobile robot, and then 

the accessible set is calculated along its path. The path is flagged as dangerous since the automated 

robot's, as well as traffic participant's accessible sets. Since this accessible set-based technique gives no 

precise data to a planner, we must reorganize a path using the probabilistic planner and analyze it 

repeatedly to discover a viable route. Furthermore, once a secure, although not necessarily ideal, route 

is determined, it will quit exploring. 
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Figure 3: The proposed framework model under various conditions. 

The planning architecture described in this work, on either hand, provides a straight secure track, as 

illustrated in Figure 3b, in which grey ellipses reflect the degree of condition ambiguity. The accessible 

set-based approach, on the other hand, can offer a promise (i.e., 100% assurance) that a crash will not 

happen, whereas our Gaussian-based technique just provides a probability (e.g., 75%) limit. In Figure 3c, 

we suppose that the mobile robot obtains no information about the x dimension of a traffic participant's 

location. So because the traffic participant's x dimension is more unclear, the automated robot returns 

to a correct lane quicker than that in Figure 3b. 

5. CONCLUSION 

We've proposed a paradigm for automated robot motion planning with ambiguity. Positioning and 

operation of an automated robot, as well as detection and forecasting of traffic participants, all 

contribute to the ambiguity examined in this work. The controller has demonstrated the capacity to 

cope with unpredictability posed by both the automated car and other traffic participants. While 

contrast to our earlier probabilistic controller and designers that ignore the unpredictability created by 

other traffic participants, this can generate better paths. One proposed enhancement is to make the 

motion of traffic participants highly unpredictable. Furthermore, depending upon intentions, which are 

shown in the track record and current circumstances, a superior forecast may be made. Another 
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enhancement that might be made is to predict a more accurate probability for GPS inaccuracy than the 

Gaussian probability, which would aid in obtaining a more accurate evaluation of the positioning 

difficulty. 
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